\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Layer (type) Output Shape Param #

=================================================================

dense\_279 (Dense) (None, 25) 225

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_280 (Dense) (None, 1) 26

=================================================================

Total params: 251

Trainable params: 251

Non-trainable params: 0

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Epoch 1/5

1749/1749 - 5s - loss: 0.0012 - mse: 0.0012 - mae: 0.0205

Epoch 2/5

1749/1749 - 5s - loss: 4.6673e-04 - mse: 4.6673e-04 - mae: 0.0146

Epoch 3/5

1749/1749 - 6s - loss: 4.6632e-04 - mse: 4.6632e-04 - mae: 0.0146

Epoch 4/5

1749/1749 - 5s - loss: 4.6627e-04 - mse: 4.6627e-04 - mae: 0.0146

Epoch 5/5

1749/1749 - 6s - loss: 4.6603e-04 - mse: 4.6603e-04 - mae: 0.0146

Time required for training: 0:00:27.769534

Model: "sequential\_119"

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Layer (type) Output Shape Param #

=================================================================

dense\_281 (Dense) (None, 25) 225

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_282 (Dense) (None, 15) 390

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_283 (Dense) (None, 1) 16

=================================================================

Total params: 631

Trainable params: 631

Non-trainable params: 0

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Epoch 1/5

1749/1749 - 8s - loss: 7.3463e-04 - mse: 7.3463e-04 - mae: 0.0161

Epoch 2/5

1749/1749 - 7s - loss: 4.6633e-04 - mse: 4.6633e-04 - mae: 0.0146

Epoch 3/5

1749/1749 - 7s - loss: 4.6718e-04 - mse: 4.6718e-04 - mae: 0.0146

Epoch 4/5

1749/1749 - 9s - loss: 4.6649e-04 - mse: 4.6649e-04 - mae: 0.0146

Epoch 5/5

1749/1749 - 12s - loss: 4.6680e-04 - mse: 4.6680e-04 - mae: 0.0146

Time required for training: 0:01:12.960781

Model: "sequential\_120"

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Layer (type) Output Shape Param #

=================================================================

dense\_284 (Dense) (None, 25) 225

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_285 (Dense) (None, 35) 910

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_286 (Dense) (None, 1) 36

=================================================================

Total params: 1,171

Trainable params: 1,171

Non-trainable params: 0

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Epoch 1/5

1749/1749 - 14s - loss: 0.0012 - mse: 0.0012 - mae: 0.0182

Epoch 2/5

1749/1749 - 13s - loss: 4.6777e-04 - mse: 4.6777e-04 - mae: 0.0146

Epoch 3/5

1749/1749 - 13s - loss: 4.6791e-04 - mse: 4.6791e-04 - mae: 0.0146

Epoch 4/5

1749/1749 - 13s - loss: 4.6666e-04 - mse: 4.6666e-04 - mae: 0.0146

Epoch 5/5

1749/1749 - 13s - loss: 4.6755e-04 - mse: 4.6755e-04 - mae: 0.0146

Time required for training: 0:02:22.135825

Model: "sequential\_121"

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Layer (type) Output Shape Param #

=================================================================

dense\_287 (Dense) (None, 40) 360

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_288 (Dense) (None, 1) 41

=================================================================

Total params: 401

Trainable params: 401

Non-trainable params: 0

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Epoch 1/5

1749/1749 - 12s - loss: 0.0014 - mse: 0.0014 - mae: 0.0220

Epoch 2/5

1749/1749 - 10s - loss: 4.6460e-04 - mse: 4.6460e-04 - mae: 0.0146

Epoch 3/5

1749/1749 - 10s - loss: 4.6355e-04 - mse: 4.6355e-04 - mae: 0.0145

Epoch 4/5

1749/1749 - 11s - loss: 4.5642e-04 - mse: 4.5642e-04 - mae: 0.0144

Epoch 5/5

1749/1749 - 11s - loss: 4.5516e-04 - mse: 4.5516e-04 - mae: 0.0143

Time required for training: 0:03:19.063784

Model: "sequential\_122"

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Layer (type) Output Shape Param #

=================================================================

dense\_289 (Dense) (None, 40) 360

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_290 (Dense) (None, 15) 615

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_291 (Dense) (None, 1) 16

=================================================================

Total params: 991

Trainable params: 991

Non-trainable params: 0

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Epoch 1/5

1749/1749 - 15s - loss: 6.3010e-04 - mse: 6.3010e-04 - mae: 0.0158

Epoch 2/5

1749/1749 - 14s - loss: 4.6591e-04 - mse: 4.6591e-04 - mae: 0.0146

Epoch 3/5

1749/1749 - 14s - loss: 4.6613e-04 - mse: 4.6613e-04 - mae: 0.0146

Epoch 4/5

1749/1749 - 15s - loss: 4.6664e-04 - mse: 4.6664e-04 - mae: 0.0146

Epoch 5/5

1749/1749 - 11s - loss: 4.6734e-04 - mse: 4.6734e-04 - mae: 0.0146

Time required for training: 0:04:29.316231

Model: "sequential\_123"

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Layer (type) Output Shape Param #

=================================================================

dense\_292 (Dense) (None, 40) 360

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_293 (Dense) (None, 35) 1435

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_294 (Dense) (None, 1) 36

=================================================================

Total params: 1,831

Trainable params: 1,831

Non-trainable params: 0

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Epoch 1/5

1749/1749 - 7s - loss: 6.4946e-04 - mse: 6.4946e-04 - mae: 0.0159

Epoch 2/5

1749/1749 - 9s - loss: 4.6420e-04 - mse: 4.6420e-04 - mae: 0.0146

Epoch 3/5

1749/1749 - 13s - loss: 4.6326e-04 - mse: 4.6326e-04 - mae: 0.0145

Epoch 4/5

1749/1749 - 14s - loss: 4.6215e-04 - mse: 4.6215e-04 - mae: 0.0145

Epoch 5/5

1749/1749 - 14s - loss: 4.6127e-04 - mse: 4.6127e-04 - mae: 0.0144

Time required for training: 0:05:28.487245

Model: "sequential\_124"

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Layer (type) Output Shape Param #

=================================================================

dense\_295 (Dense) (None, 75) 675

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_296 (Dense) (None, 1) 76

=================================================================

Total params: 751

Trainable params: 751

Non-trainable params: 0

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Epoch 1/5

1749/1749 - 12s - loss: 0.0012 - mse: 0.0012 - mae: 0.0199

Epoch 2/5

1749/1749 - 11s - loss: 4.6598e-04 - mse: 4.6598e-04 - mae: 0.0146

Epoch 3/5

1749/1749 - 11s - loss: 4.6397e-04 - mse: 4.6397e-04 - mae: 0.0146

Epoch 4/5

1749/1749 - 11s - loss: 4.6447e-04 - mse: 4.6447e-04 - mae: 0.0146

Epoch 5/5

1749/1749 - 11s - loss: 4.6405e-04 - mse: 4.6405e-04 - mae: 0.0146

Time required for training: 0:06:27.597489

Model: "sequential\_125"

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Layer (type) Output Shape Param #

=================================================================

dense\_297 (Dense) (None, 75) 675

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_298 (Dense) (None, 15) 1140

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_299 (Dense) (None, 1) 16

=================================================================

Total params: 1,831

Trainable params: 1,831

Non-trainable params: 0

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Epoch 1/5

1749/1749 - 14s - loss: 8.6352e-04 - mse: 8.6352e-04 - mae: 0.0167

Epoch 2/5

1749/1749 - 13s - loss: 4.6550e-04 - mse: 4.6550e-04 - mae: 0.0146

Epoch 3/5

1749/1749 - 13s - loss: 4.6308e-04 - mse: 4.6308e-04 - mae: 0.0145

Epoch 4/5

1749/1749 - 14s - loss: 4.6223e-04 - mse: 4.6223e-04 - mae: 0.0145

Epoch 5/5

1749/1749 - 13s - loss: 4.5948e-04 - mse: 4.5948e-04 - mae: 0.0145

Time required for training: 0:07:36.636994

Model: "sequential\_126"

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Layer (type) Output Shape Param #

=================================================================

dense\_300 (Dense) (None, 75) 675

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_301 (Dense) (None, 35) 2660

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

dense\_302 (Dense) (None, 1) 36

=================================================================

Total params: 3,371

Trainable params: 3,371

Non-trainable params: 0

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Epoch 1/5

1749/1749 - 13s - loss: 0.0014 - mse: 0.0014 - mae: 0.0172

Epoch 2/5

1749/1749 - 12s - loss: 4.6752e-04 - mse: 4.6752e-04 - mae: 0.0146

Epoch 3/5

1749/1749 - 12s - loss: 4.6469e-04 - mse: 4.6469e-04 - mae: 0.0145

Epoch 4/5

1749/1749 - 13s - loss: 4.6131e-04 - mse: 4.6131e-04 - mae: 0.0145

Epoch 5/5

1749/1749 - 12s - loss: 4.5804e-04 - mse: 4.5804e-04 - mae: 0.0144

Time required for training: 0:08:41.041994